Appendix F.  Configuring the Regional and State Office Servers

Purpose



The purpose of these instructions is to provide guidance on the setup and configuration of the designated state and regional office FOCS communications server.  A standard configuration is necessary to facilitate the data flow among all levels of the agency, and enable the Chief to communicate directly with all offices.  The FOCS communications server must remain operational 24 hours per day, seven days a week.  The standard configuration includes the provision that each state office and each regional office install, configure, administer, and maintain all current FOCS applications on this system.



Hardware Requirements:

	Local Area Network

	AT&T Globalyst 630

	UnixWare 2.03 Operating System

	Digiboard

	3COM 3C509-TP Network Interface Card



Software Requirements:

	PPP Server

	Sendmail

	Domain Name Server

	FOCS 2.1 (or subsequent versions)

FOCS 2.1 Prerequisite Software





Note:  Refer to the section “Requirements for Production Version of FOCS at the State Office” for further information on installing and configuring FOCS applications.

�Assumptions:



	These instructions assume the following tasks have been

completed:

 

The Local Area Network (LAN) has been installed and connected to the USDA Backbone Network

The AT&T Globalyst 630 computer system has been configured 

PPP software has been installed at the field office sites according to Section 7 of the ‘NRCS NCR3333/AT&T 

Globalyst 630 Implementation Guide’ as revised October 1996.

Sendmail software has been installed 



The LAN /USDA Backbone Network has been installed by the NRCS/ITC Telecommunications Staff.  For instructions on how to complete the remaining tasks, refer to the ‘NRCS NCR3333/AT&T Globalyst 630 Implementation Guide’.   



�Installing the Network Interface Card in the NCR 3333 



Step 1:  Remove the Cover



Disconnect all cables from the computer, including the power cord.



Grounding strap:  A grounding wrist strap is necessary to protect 

sensitive components from static discharge.  If your work area is

equipped with a ground bus, connect your wrist strap to it at this time. 

If your work area does not have a ground bus place the strap around

your wrist and ground the other end to the computer's case.  Select a 

shiny metal surface for your ground.  If you do not have a wrist strap, 

touch the computer's metal case.  This should discharge any static 

buildup. 



Position the case.  Lay the computer on its side with the power plugs up.



Remove the 3 screws from the back of the case cover. 



Remove the case cover.  Slide the cover back toward you.  There are three 

interlocking tabs on the case top that must be cleared before you can 

pull up on the cover.  Once the tabs are clear of the case pull up on the 

cover.  The cover may require a moderate amount of force to remove.



Step 2:  Install the NIC Card



Remove the slot cover.  Choose an empty 16-bit expansion slot and 

remove the  metal slot cover.  The slot covers are held in place by one 

screw.  



Insert the NIC card by aligning it over the 16 bit slot and pushing 

straight down.  Bolt the NIC card in place by using the screw removed

from the slot cover.



Step 3:  Reassemble the NCR 3333



The computer should still be laying on its side.



Place the cover over the case leaving about 2 inches between the cover 

and the back of the unit.  Slide the cover forward on the chassis making 

sure the interlocking tabs are going in their slots.  The top and bottom of 

the cover should be flush aligned with the case.  If not, lift the cover 

slightly and push in to seat it.  Guide the cover forward and under the 

raised portion of the front cover.  Reinsert the 3 cover screws.



Reconnect all cables and power cord.





�Installing the Network Interface Card in the Globalyst 630



Step 1:  Remove the Cover



Disconnect all cables from the computer, including the power cord.



Grounding strap:  A grounding wrist strap is necessary to protect 

sensitive components from static discharge.  If your work area is 

equipped with a bus ground, connect your wrist strap to it at this time.  

If your work area does not have a ground bus place the strap around 

your wrist and ground the other end to the computer's case.  Select a 

shiny metal surface for your ground.  If you do not have a wrist strap, 

touch the computer's metal case.  This should discharge any static 

buildup. 



Position the case.  Lay computer on its side with power plugs up.



Remove the 5 screws from the case cover. 



Remove the case cover.  Slide the cover back toward you.  There is an 

interlocking tab on the case top that must be cleared before you can pull 

up on the cover.  Once the tab is clear of the case pull up on the cover.  

The cover may require a moderate amount of force to remove.



Step 2:  Install the NIC Card



Remove the slot cover.  Turn the computer case on its edge with the drive 

bay down.  The expansion slots in the 630 are mounted on a vertical 

expansion board.  Turning the computer makes them easier to access.  

Choose an empty 16-bit expansion slot and remove the metal slot cover.  

The slot covers are held in place by one screw.  



Insert the NIC card by aligning it over the slot and pushing straight 

down.  Bolt the NIC card in place by using the screw removed from the 

slot cover.



Step 3:  Reassemble the Globalyst 630



Lay the computer on its side.



Place the cover over the case leaving about 2 inches between the cover 

and the back of the unit.  Slide the cover forward on the chassis making 

sure the interlocking tab is going in its slot.  The top and bottom of the 

cover should be flush aligned with the case.  If not, lift the cover slightly 

and push in to seat it.  Guide the cover over the plastic front cover tabs 

and under the raised portion of the cover.  Reinsert the 5 cover screws.



Reconnect all cables and power cord.



�Installing the Network Interface Card in the  Digital Prioris LX



The ITC is currently evaluating the onboard network chip which is shipped as part of the basic system.  Should this network capability prove to be functional, additional instruction will be forthcoming.

Step 1:  Remove The Cover



Disconnect all cables from the computer, including the power cord.



Grounding strap:  A grounding wrist strap is necessary to protect sensitive components from static discharge.  If your work area is equipped with a bus ground, connect your wrist strap to it at this time.  If your work area does not have a ground bus place the strap around your wrist and ground the other end to the computer's case.  Select a shiny metal surface for your ground.  If you do not have a wrist strap, touch the computer's metal case.  This should discharge any static buildup. 



Position the case.  Lay computer on its side with power plugs up.



Remove the side panel.  Use the pull-tab in the middle of the side panel.

to slide it back toward you.  There are 4 interlocking tabs on the case top 

that must be cleared before you can pull out the side panel.   The side 

panel  may require a moderate amount of force to remove.



Step 2:  Install the NIC Card



Remove the slot cover.  Choose an empty 16-bit expansion slot and 

remove the metal slot cover.  The slot covers are held in place by one 

screw.   



Insert the NIC card by aligning it over the slot and pushing straight

down.  Bolt the NIC card in place by using the screw removed from the 

slot cover.

�Step 3:  Reassemble the Digital Prioris LX



Lay the computer on its side.



Place the side panel over the case leaving about 2 inches between the 

side panel and the back of the unit.  Slide the side panel forward on the 

chassis making sure the interlocking tabs are going in their slots.  The 

top and bottom of the side panel  should be flush aligned with the case. 

Guide the side panel over the plastic front cover tabs and under the 

raised portion of the cover.



Reconnect all cables and power cord.

�Configuring the Network Interface Card

Step 1:  Validate the Configuration Diskette



Prior to configuring the Network Interface Card (NIC), first determine if the correct  3COM configuration diskette was shipped with the card.  To do this:



Boot the UnixWare machine from a DOS system diskette.



At the  A: prompt, remove the DOS system diskette.



Insert the 3COM diskette.



Execute the  program called "3c5x9cfg" to display the version. 



Note:  The version number is listed on the first menu in the top right hand corner.  If the version number is 3.1 or greater, proceed to the instructions “Configuring the Card”.  If the version number is less than 3.1, follow the instructions "Getting the Newer Configuration Diskette".



Getting the Newer Configuration Diskette



To get the latest configuration software, retrieve the file called "3c5x9x.exe" from the ftp server, ftp.nrcs.usda.gov. The file is located under the centers/itc/integration_lab/unixware2 directory.  Make  sure you transfer the file in binary mode to the /tmp directory.

 

The file is a DOS self-extracting file.  To extract the file and create a new  configuration diskette, start a DOS session within UnixWare and extract the file onto a DOS formatted diskette, execute the following commands:  



Start a DOS session:

 

dos 				<Enter>





Format a DOS diskette: 



format a: 		<Enter>� 

Change to the "A" drive:  



a: 				<Enter>



Extract the files:



c:\tmp\3c5x9x 		<Enter>



Step 2:  Configure the Network Interface Card



To configure the NIC:



Boot the UnixWare 2.03 system from a DOS system diskette



At the  "A:" prompt remove the DOS system diskette 



Insert the 3COM (version 3.1 or greater) configuration diskette  



Execute the "3c5x9cfg" program



Select the Install option from the main menu



Select Configure from the Install menu (the only option at this point) 



Use the "TAB" key to highlight the “Plug-N-Play” feature (the last option on the list) and press the "Enter" key.  If the card is not “Plug-N-Play” compatible, this feature will not be displayed and the next instruction can be skipped.



Select the Disable option and press the "Enter" key.



Escape to return to the main menu.



Select the File option.



Save  the settings and exit.  



Reboot with the DOS system diskette.



Again, insert the 3COM diskette into the drive and run the "3c5x9cfg" program.



Select the Install option from the main menu.



Select Configure from the Install menu.



Change the IRQ to 5.



Change the I/O Base Address to 300h.



Change the Transceiver Type to TP.



Run through the tests.



If the tests were successful, save your changes and exit.



Remove the DOS system diskette.



Boot the system to UnixWare.



Note:  If the tests were unsuccessful, proceed to the section “Troubleshooting the NIC Configuration”



Step 3:  Install the Network Interface Card Support Package



The NICS package for UnixWare 2.03 is available in different locations:



In the /usr/local/upgrades directory on the Globalyst systems as shipped by  Microstar.



On the ftp.nrcs.usda.gov server in the directory: centers/itc/integration_lab/unixware2 . 

      

 On the FOCS CD in the upgrades directory.



The file is called "nic203.tar".  Copy this file to the /var/spool/pkg  directory and extract the tar file as root.  The tar command is:



tar xvf nic203.tar					<Enter>



       -or-



tar xvf /usr/local/upgrades/nic203.tar 	<Enter>



�Add the package with the following command:



pkgadd -d /var/spool/pkg/nics nics  		<Enter>



        -or-



pkgadd -d /usr/local/upgrades/nics nics 	<Enter> 



Select the 3COM Etherlink III for the 509 Family. 



Configure the IRQ  with a value of 5.



Change the I/O Base Address to 300-30f.  Use the “Choices” key (F2) to get a list of addresses to choose from.



 Reboot the system to complete the installation and rebuild the kernel.





Note:  After completing the package installation, a message will be displayed that indicates the package was installed successfully.  If this message does not appear, proceed to the section “Troubleshooting the NIC Configuration. 



Troubleshooting the NIC Configuration



If the 3COM configuration diskette reports an IRQ conflict with the value of 5, ensure that the parallel port is set at the correct LPT.  To verify, boot the system and press the F2 key (F1 on the NCR3333) to enter Setup.  Select “Software Controlled Registers” by pressing the F2 key.  Verify that the parallel port is set to LPT1 which uses IRQ 7.  If the port is set to LPT2, this would cause a conflict since LPT2 uses IRQ 5.



If the configuration fails due to memory problems, at the A: prompt, issue the following command:



3c5x9cfg.exe /configport=110 	<Enter>



If the installation of the NICS package was unsuccessful, remove the package with the command:



 pkgrm nics		<Enter>





Try adding the package again verifying that the correct card is selected from the list and the IRQ and I/O address are input correctly.  If this subsequent install also fails, go back to the DOS 3COM configuration diskette and make sure the card is being recognized.  Reconfigure the card and run the tests.  



Add the nics package again (after removing it).  It would a good idea to  physically remove the card and reinstall it in a different slot.  If all else fails, try another card.  



�PPP on UnixWare 2.03 for Incoming and Outgoing Connections



What Is PPP?



PPP (Point to Point Protocol) is a transport protocol for using TCP/IP

over a serial (modem) line.  PPP will allow a non-networked system to connect to the TCP/IP network (INTERNET) through a networked UnixWare 2.03 system via a modem connection.



PPP has some advantages over SLIP (Serial Line INTERNET Protocol) in

that it can use any modem attached to the system.  SLIP requires a

dedicated modem just for use by SLIP.



PPP must have the TCP/IP (inet) package of UnixWare installed on both the server (generally the State Office) and the client (generally the Field Office) systems.  This package should have been installed by default.



This setup of PPP configures the system for both incoming and outgoing connections.  IP addresses are assigned dynamically on incoming connections. This means that each system is assigned an IP address from a pool of addresses at the time a PPP connection is made.  The state office system is assumed to be setup for both incoming and outgoing PPP connections (instructions follow).  The state office PPP server assigns an IP address upon connection from a field office system.



You can setup the field office system for both incoming and outgoing connections by simply following these same instructions for setting up the state office PPP server.  Having both incoming and outgoing connection support will allow a field office system to be called from a home computer for network access.  If the field office has one modem this type of connection would only allow access to the local area network in the field office.  Access to the wide area network could be made only if there is more than one modem on the field office system.  The field office could then make a PPP connection to the state office for WAN support.

�This configuration of PPP involves modification to system files.  Installation and configuration requires root access and knowledge of the visual editor, vi.







Warning!

These PPP setup instructions have NOT been tested under the new 

LAN/WAN/VOICE environment.  If this implementation is used, be 

aware that changes may have to be made when the 

LAN/WAN/VOICE configuration is in place.







PPP Software Packages For UnixWare 2.03



Warning!

The PPP software located on the UnixWare 2.01 CD-ROM does not work with UnixWare 2.03.  You will need to install the UnixWare 2.03 PPP package.



On the pre-installed UnixWare AT&T Globalyst 630, the package is in the /usr/local/upgrades directory.  The file is: tf2112.tar.Z.



NCR Note:

NCR UnixWare 2.03 systems will have to download the file from  the FTP server in Ft. Collins or copy them from the FOCS 2.1 for UnixWare 2.03 CD-ROM.  The file should be moved into the /usr/local/upgrades directory.



The file will be compressed and in the tar format.  Before you install the patch, move the file to /usr/local/upgrades.  Then uncompress and un-tar it for the pkgadd command.



Type:

cd /usr/local/upgrades <Enter>



uncompress tf2112.tar.Z <Enter>



tar xvf tf2112.tar <Enter>

	(creates 2 files - tf2112 and tf2112.txt)





INSTALLATION and Configuration of PPP for UnixWare 2.03



Installation of PPP





Install tf2112 with pkgadd



Note:

PPP MUST be installed on both the remote and local systems for it to work over modem lines from the Field Office to the State Office.





Install tf2112 from the files pre-installed on the system or downloaded from the FTP server.



Type:	

pkgadd -d /usr/local/upgrades/tf2112 ptf2112 <Enter>





Installation will begin.



An on-screen NOTICE appears with information about the PPP Upgrade.



Press <Enter> to page through the screens.



Do you wish to continue with installation? (default y)



Press <Enter> to accept the default.

PPP files are installed and the following is displayed on the screen.



Idbuild: The kernel will be rebuilt to include your configuration changes during the next system reboot.



Release Notes are found in:

	/var/sadm/pkg/ptf2112/install/ptf2112.txt



Installation of PPP Upgrade was successful



Wait until the configuration of necessary files is done before rebooting.



�CONFIGURATION of PPP





The field office system will use the existing modem to communicate with the state/regional office PPP system.  The modem should be 9600 baud or higher to conduct an effective PPP session between the two offices.





PPP Setup For Incoming and Outgoing Connections



Copy all the PPP sample files to a file without the .samp extension.  The list of files to copy from and to are:



From�To��/etc/inet/ppphosts.samp�/etc/inet/ppphosts��/etc/inet/pppauth.samp�/etc/inet/pppauth��/etc/inet/pppfilter.samp�/etc/inet/pppfilter��/etc/addrpool.samp�/etc/addrpool��

The following files need to be edited:



/etc/uucp/Systems

/etc/passwd

/etc/inet/hosts                #This file must be linked to /etc/hosts

/etc/inet/pppauth

/etc/inet/ppphosts

/etc/addrpool



These files will need to be edited to include IP addresses and host ID names.  Make sure to read the comments in these files as you edit them, to further understand why you are putting in the information and what the file is used for.



Step 1:

Add an entry for all systems that you want to make an outgoing connection in the Systems file.  A different name from the actual system node name needs to be used in order for UUCP to continue to work as before.  An entry is only required in the Systems file if you want to be able to initiate a PPP connection from the state/regional office to a field office.  This is a good idea since TCP/IP commands such as ‘ftp’ and ‘telnet’ can used for support purposes.



The following two entries show an example of how ‘fo1’ is configured for both UUCP and PPP connections:



#UUCP entry for fo1:

fo1 Any ACU 38400 [phone number to dial] in:--in: nuucp word: nuucp_password



#PPP entry for fo1:

fo1_ppp Any ACU 38400 [phone number to dial] “” \d\r in:--in: ppplogin word: ppplogin_password “” \d\d\d\d\d\d\d\d



Remove the braces when the phone number is entered.  The “ppplogin_password” entry is the ppplogin password to use when making a connection to the field office.  This means that the field office has to have a ppplogin account also (see Step 2 for these instructions).



Step 2:

Create a ppplogin account on any system that will have incoming PPP connections.  Use either useradd or sysadm adduser to create this login with the following information:



Note:

Use USERID 10999 for this PPP Login in all offices.



Comment:				PPP Login



Login:				ppplogin



User ID:				10999



Group:				other



Create home directory:		No



Shell:					/usr/lib/ppp/ppp



Password Status:			enter a password



The home directory for the ppplogin account must be /usr/lib/ppp.  Edit the /etc/passwd file to make this change.  After editing, execute the ‘creatiadb’ command to update the security database and for the change to take immediate effect.







Step 3:

If an /etc/inet/hosts file does not exist, simply create one with the following minimum entries:



127.0.0.1		localhost

xxx.xxx.xxx.xxx	state_node_name	pppserver



Replace the “xxx.xxx.xxx.xxx” with the actual IP address of the state office PPP server.  Replace “state_node_name” with the actual system node name for those systems.  The “pppserver” entry means that the state office system is also known as “pppserver”.  If the /etc/inet/hosts file needed to be created it should have the following permissions:



-r--r--r--	root	sys	/etc/inet/hosts



Make sure that this file is linked to /etc/hosts:



ln -s /etc/inet/hosts /etc/hosts



Step 4:

Add the following line to the end of the /etc/inet/pppauth file:



*pppserver	ppplogin_password



Where “pppserver” is the alias name of the state/regional office machine and “ppplogin_password” is the ppplogin password that the client systems will use when making a connection to the PPP server.



Step 5:

Edit the /etc/inet/ppphosts file and add two lines.  This first line is for incoming calls from field office client systems.  It specifies to use the ‘ppplogin’ account when making a connection.  If you want to be able to initiate a PPP connection to a field location, this entry has to also exist  on the field office system (xx.xx.xx.xx will be the IP address of field office system).  The ‘local’ field says that the server will always have the specified IP address and the ‘remote’ field assigns the incoming connection (field office) an IP address from the pool called ‘pool1’ from the /etc/addrpool file.  



The second line is for the state/regional office when making a PPP connection to a field office.



*ppplogin local=xx.xx.xx.xx remote=+pool1 mru=1500 proxy

0.0.0.0:xx.xx.xx.xx uucp=f01_ppp attach=fo1_ppp mru=1500 idle=5 proxy



Replace ‘xx.xx.xx.xx’ with the IP address of the local system.  In this case that would be the state/regional office machine.



Step 6:

Enter the pool of IP addresses in the /etc/addrpool file.  The number of dynamic IP addresses should correspond to the number of modems connected to the server since that is the maximum number of PPP connections that can be made at one time.  Determine how many are needed and then determine the IP addresses from within the local area network that can be dedicated for PPP (they can’t be used as a permanent IP address for another system on the network!).  The entry would look like the following:



pool1:IP	162.79.104.124 162.79.104.125\

		162.79.104.126



Step  7:

Configure the PPP server to route packets.



/etc/conf/bin/idtune IPFORWARDING 1 <Enter>



/etc/conf/bin/idbuild -B <Enter>



The system needs to be rebooted for the new kernel to be installed.  Type:



	shutdown -i6 -g0 -y <Enter>



Reboot the system after making these changes.





























Testing PPP Connections 





The field office client PPP system should now be able to connect to the PPP server.  Refer to the “Testing PPP Connections” in Module 4 Section.



If the state/regional PPP server has been configured for outgoing PPP connections to a field office this can be tested with the pppattach command.



Type:

/usr/sbin/pppattach fo1_ppp <Enter>



The modem should dial the field office, and after a few minutes, a connecton should made and the prompt should be returned.



WAN access is now available.  Any other TCP/IP utility is now available (telnet, rlogin, ftp, etc.).  Try to telnet to that system:



	telnet fo1.nrcs.usda.gov <Enter>



You will be asked for a login and password when a connection is made.  If asked, do NOT start the desktop when logging in.  (This will take control of the desktop of the remote system locally and will cause complications regarding which machine you are actually on.)



























�Troubleshooting Help



The following are some problems and solutions that may be of help during PPP configuration and operation.  It is not inclusive, but does include some things found during the testing of PPP on UnixWare 2.03.





Problems and Solutions to PPP Configuration��Problem�Solutions(s)��No in.pppd daemon is running.�Rebooting your system would be the best attempt to fix this.  This may have to be done on the remote system as well.��pppattach does not make a connection with the remote system.�Check ALL the configuration setups (Steps 1-3) and verify IP numbers, host names, phone numbers, etc.  If there is a configuration error, then the local machine may not know who the remote machine is.  Make sure both modems, local and remote, are still communicating.  You may need to call the remote site to verify their modem is active.��pppattach does not make a connection with the remote system (continued).�Make sure you have a ppp0 interface and it is running by typing:

ifconfig -a



(Look for the ppp0 interface line and verify it is RUNNING.)  If it is not running, there is usually a configuration error on the local system.

���

The modem will not disconnect after the PPP session is complete.�The time-out on your modem may be set to a time frame that won’t dis-connect until a period of inactivity (5 minutes or more).  You can change Modem Switch settings to decrease the inactivity time to disconnect sooner.  The ‘S30’ modem setting determines the timeout 



You can force the PPP to disconnect by typing the command:



ifconfig ppp0 down



You must be root to execute this command.



Be aware that if the interface is brought down, any connections that other users are making from the local system will be disconnected.



Then make sure to restart it (or it won’t work again) by executing the pppattach command.



���Sendmail Server Configuration 



The edits specified in this section append the edits listed in Section 8 of the “NRCS3333/AT&T Globalyst 630 Implementation Guide”.



NOTE: Do not edit the CU line until last, as line numbers are used to

indicate edit points. A Multi-Line CU entry will change the line numbers and make this more difficult to follow.

Step 1:  Edit the /etc/ucbmail/sendmail.cf 



Edit the /etc/ucbmail/sendmail.cf file as follows:



Line #78-79	Comment out the DH and CH lines. 

This is the address of the host to which unresolved mail is 

forwarded. Since this IS the authority mail server for your 

domain, if it can't find the address, it is unlikely another 

server can either.



Line #85	Define DD to be your domain.

This is used to determine whether the mail is local or not.



For Example:

DDxx.nrcs.usda.gov

where xx is your 2 digit state abbreviation.



Line #90	Add the name "mailhost" to the Cw line following

         localhost.

		This is a machine alias that will be used to access aliases	

from uucp mail.  Notice that $k is a variable predefined by 

sendmail that contains the uucp_name of this system.



For Example:

Cw$k localhost mailhost



Line #217	Uncomment the following line by removing the # sign:

  #R$*<@$D>$*		$1$2		thisdomain therefore thishost



This means sendmail will recognize all mail in the format of 

user@domain as being local mail.



Line #247 	Comment out lines 247,248,249, and 250 by inserting

		a # sign in the first column.



Line #274	Verify that this line is commented out.

This line MUST be commented out if you commented out 

DH and CH in Step #1. (This also applies to line #248 if 

you are in a Field office and don't want to forward mail)



Line #63  	Add all of your UUCP host connections into the CU line.

		Add additional lines as necessary, starting each with CU.



If an address contains a host not listed in the CU lines, 

sendmail assumes a network connection. Any host that has 

both a uucp and a network connection will always connect 

via uucp if listed here.



Step 2:  Restart Sendmail



Restart sendmail by sending a HUP (reload) signal to the sendmail process that is already running. You can find the process ID by doing a ps -ef | grep sendmail, or reading the file named "/usr/ucblib/sendmail.pid".



kill -HUP  <pid>



�

Configuring Aliases

Step 1:  Establish Required Aliases



Aliases, or nicknames must be created in the /etc/ucbmail/aliases

file on the communications server. These are required forwarding addresses to provide a central point at which to receive mail.



There are 2 aliases that are required in all sendmail configurations:



Postmaster

MAILER_DAEMON



Postmaster, is required by Internet RFC822. MAILER-DAEMON, is a return address for mail errors. Typically, MAILER-DAEMON is forwarded to Postmaster.



Postmaster MUST be set to the email address of the person who handles 

mail problems. Postmaster is by default set to root, but this is not a good idea unless root's mail is checked regularly. It is better to assign the postmaster alias to an individual’s email.



Step 2:  Establish Suggested Aliases



Hostmaster



Hostmaster should be added right after Postmaster. Hostmaster is the person who handles all Domain Name Service problems. This should also be set in the SOA record in the dns hosts file. The line looks like:



@	IN	SOA		host.xx.nrcs.usda.gov.  Hostmaster.host.xx.nrcs.usda.gov. (

...)



If it is now set to root, it should be changed to Hostmaster.



Step 3:  Establish User Aliases



A standard alias can be made for every person in your domain that you 

want to be able to receive mail at this address. An effort is currently

underway to provide guidance for standard alias names, but no recom-

mendations have been made yet. Some of the proposed aliases are based

upon position areas instead of individuals. This would provide a 

generic mail address that would be aliased to the individual(s) 

concerned.



Whatever standards are adopted, the person identified by the Postmaster

alias is responsible for answering questions about mail implementation 

and aliases at your domain.



Examples of Proposed Aliases:



IRMTech

IRMCoord

FOCSCoord

etc.



Note:  When you are finished updating or changing the aliases file, run "/usr/ucb/newaliases" or "/usr/ucblib/sendmail -bi" to install. 

A warning message will appear on systems that are not connected to a network indicating that $j is not fully qualified.  This warning message can be disregarded if you are not on a network (i.e. field office installation).



Reaching an Alias from UUCP in the Field

 

In order for a field office to reach an aliased mail address, they

need to address the message to host!host!address@mailhost. This will

ensure that mailsurr will properly pass the mail on to sendmail for

alias expansion. If your automatic forwarding is working, the simple

address of address@mailhost or address@xx.nrcs.usda.gov will work.



Step 4:  Enable  Sendmail  and UUCP Aliases



Sendmail aliases must be added to the mailsurr file on ALL UnixWare 2.03 systems running Sendmail 8.7.3 from the FOCD.



�Sendmail aliases require:



The praliases program, which can be used to query the aliases 

     database,



The sndml_alias script, which is called from mailsurr to use praliases,

The patch file that updates sendmail.cf and mailsurr.proto.



To Enable Sendmail Aliases:



Retrieve the following files from

    ftp://ftp.nrcs.usda.gov/centers/integration_lab/other :

     

     praliases

     sndml_alias

     alias_patch



*FTP HINT* 

>binary

>cd /centers/itc/integration_lab

>set prompt

>mget *alias*



1a.  gunzip the files that you just retrieved (if necessary)



Copy praliases to /usr/sbin/praliases. 

     Set ownership root, bin, with permissions of 755.



Copy sndml_alias to /usr/lib/mail/surrcmd/sndml_alias. 

     Set ownership bin, mail with permissions of 555.



Execute the patch file by typing:



sh alias_patch   	<Enter>



     This will update specific lines in the /etc/ucbmail/sendmail.cf and 

     /usr/lib/mail/mailsurr.proto files. The old version will be renamed 

     to  <filename>.orig.



5.   Run /usr/lib/mail/surrcmd/createSurr to create the new mailsurr.



      This enables all sendmail aliases to be accessible from rmail. This 

      includes any incoming UUCP mail, as well as any local mail delivered 

      via rmail.

Sendmail Upgrade to Version 8.7.6



On Sept 21, 1996, The CERT Coordination Center released a Security

Advisory about the weaknesses in the sendmail program. The advisory

indicated that all versions of sendmail prior to 8.7.6 contain 

defects that enable unauthorized access to a system.



In response to this advisory, the Information Technology Center has

obtained and configured sendmail version 8.7.6 for the UnixWare 2.03

operating system. We recommend that ALL offices running sendmail 8.7.3 on UnixWare 2.03 as shipped on the FOCD replace it with version 8.7.6. 



Sendmail 8.7.6 is currently not available for other Operating Systems.



The following information provides guidance on upgrading the sendmail software from version 8.7.3 to version 8.7.6.  



Note:  If you need to acquire the files referenced in this section, first download the files from the ftp site at: ftp.nrcs.usda.gov, in the directory named: /centers/itc/integration_lab/other. You will need to gunzip the files either during download or after the download is complete with the gunzip program.



1.   Login as root.



 Obtain the archive file named "sendmail.876.tar.gz" from the 

      ftp.nrcs.usda.gov ftp server.



 Rename /usr/sbin/praliases to /usr/sbin/praliases.ndbm by issuing 

      the command:



  mv /usr/sbin/praliases /usr/sbin/praliases.ndbm <Enter>



4.   Terminate the current sendmail daemon:



  kill -15 `line < /usr/ucblib/sendmail.pid` <Enter>

 	     ^^^ (kill minus fifteen)



5.   Rename /usr/ucblib/sendmail to /usr/ucblib/sendmail.8.7.3:



  mv /usr/ucblib/sendmail /usr/ucblib/sendmail.8.7.3 <Enter>



�6.   Gunzip the sendmail.876.tar.gz archive.



7.   Extract the archive:

 

  tar xvf sendmail.876.tar <Enter>



 Verify that the permissions/owner/group of /usr/ucblib/sendmail 

     are:

     -r-sr-xr-x  1 root sys 465700 Sep 24 17:59 /usr/ucblib/sendmail



9.   Start the new sendmail:



  /usr/ucblib/sendmail -bd -q30m <Enter>



10.  Initialize the aliases:



  /usr/ucb/newaliases <Enter>





Note:  Sendmail 8.7.6 will create a new file named "aliases.db" that replaces the 2 files"aliases.dir" and "aliases.pag". After verifying that all is working properly, you can remove the aliases.dir and aliases.pag files.



Troubleshooting the Sendmail Configuration

 

If it appears that you are still unable to send/receive mail as desired,

here are some things to verify in the mail system.



Check the file named /etc/mail/mailflgs, and verify that there is a

     line that reads:

SNDMLONLY

      If this entry does NOT exist, add it, and then type:



   	/usr/lib/mail/surrcmd/createSurr



      to rebuild the /etc/mail/mailsurr file.



2.   Sendmail expects a symbolic link to exist between the file named

      sendmail.cf in the /usr/ucblib directory, and the one in

     /etc/ucbmail.

     The file should physically reside in the /etc/ucbmail directory, and 

     the one in /usr/ucblib should be the symbolic link. 



     If this is NOT the case, put the correct sendmail.cf in /etc/ucbmail, 

     and type:



 	ln -s /etc/ucbmail/sendmail.cf /usr/ucblib/sendmail.cf



2a. Verify that /usr/ucblib/aliases is a symbolic link to 

      /etc/ucbmail/aliases.  

      Recreate this link with:



ln -s /etc/ucbmail/aliases /usr/ucblib/aliases



Other links such as /usr/ucb/mailq and /usr/ucb/newaliases 

     should be symbolic links to /usr/ucblib/sendmail. If these do not 

     exist, recreate them with:



ln -s /usr/ucblib/sendmail /usr/ucb/mailq

ln -s /usr/ucblib/sendmail /usr/ucb/newaliases



Other files of importance, such as /usr/bin/mail, and /usr/bin/mailx,

     should have the following permissions, ownerships, and sizes:



-r-xr-sr-x  2  bin  mail  214156  /usr/bin/mail 

-r-xr-sr-x  2  bin  mail  214156  /usr/bin/rmail 

-r-xr-sr-x  1  bin  mail  127088  /usr/bin/mailx 



Note:   ALL offices MUST have sendmail.cf configured for ANY offsite mail to work. This includes all UUCP sites. Be sure to check the      Implementation Guide and Errata 1 and Errata 2 for correct     instructions and caveats.



NO files from UnixWare 1.1.2 or UNIX 3.2 should be loaded as part of the mail system. This includes /bin/mail, /bin/mailx, /bin/rmail, or /usr/ucblib/binmail. These instructions are based upon native UnixWare 2.x executables + sendmail 8.7.X. Problems will occur if old/different mail components are present.



�Configuring the Domain Name Server



These instructions are based upon the Midwest Networking TCP/IP Implementation Guide, March 1995, beginning on page 169, with content changes and additions per Internet RFC1912. 

Step 1: Create the database files



Prepare the following files using any editor, so that they have the following form. The columns are tab or space separated. Items in italics must be tailored to the state domain, while everything else should be entered literally.  Serial numbers must be updated whenever any change is made to a file containing a serial number field. Notice that $INCLUDEd files are logically part of the file including them. In this document, a zone is defined to be the same as a domain. The <w> is used to represent a line that is broken in this document,  but should be continued on the same line in the actual file.  ip-quad1,ip-quad2,ip-quad3, and ip-quad4 represent the 4 parts of an IP address. For example: given 162.79.105.2, ip-quad1=162, ip-quad2=79, etc.



Sample files appear at the end of this section. To save time in typing and minimize mistakes, these sample files can be retrieved from the NRCS ftp server (ftp.nrcs.usda.gov). 





/etc/named.boot



; named.boot file for state.nrcs.usda.gov

;

; identify the directory containing the dns database files.

directory	/etc/named

; prime the cache with addresses of root domain name servers

cache	.	db.cache	 	; formerly called named.root

;

; specify that this host is the primary DNS for

; localhost (127.0.0.1). 

; Source files are db.localhost, db.0, db.255, db.127

; type	domain	source file or host

primary	localhost			db.localhost

primary	0.0.127.in-addr.arpa	db.127

primary	255.in-addr.arpa		db.255

primary	0.in-addr.arpa		db.0

;

; specify that this host is the primary DNS for the state domain. 

; Source is in file named dns.hosts

primary	state.nrcs.usda.gov	dns.hosts�; specify that this host is the primary DNS for the reverse 

; domain. 

; Source file is state.rev

primary ip-quad3.79.162.in-addr.arpa	state.rev





Where state is the alphabetic fips code for the state, and ip-quad3 is the third quad number of the state’s block of ip addresses. For example, the ITCs block of ip addresses start with 162.79.105 so the third quad number is 105.





/etc/named/db.cache



; db.cache - initial cache data for root domain servers.

;  formerly called named.root.

; list of servers

.                   99999999 IN NS A.ROOT-SERVERS.NET.

.                   99999999 IN NS H.ROOT-SERVERS.NET.

.                   99999999 IN NS B.ROOT-SERVERS.NET.

.                   99999999 IN NS C.ROOT-SERVERS.NET.

.                   99999999 IN NS D.ROOT-SERVERS.NET.

.                   99999999 IN NS E.ROOT-SERVERS.NET.

.                   99999999 IN NS I.ROOT-SERVERS.NET.

.                   99999999 IN NS F.ROOT-SERVERS.NET.

.                   99999999 IN NS G.ROOT-SERVERS.NET.

; list of addresses

A.ROOT-SERVERS.NET. 99999999 IN A 198.41.0.4

H.ROOT-SERVERS.NET. 99999999 IN A 128.63.2.53

B.ROOT-SERVERS.NET. 99999999 IN A 128.9.0.107

C.ROOT-SERVERS.NET. 99999999 IN A 192.33.4.12

D.ROOT-SERVERS.NET. 99999999 IN A 128.8.10.90

E.ROOT-SERVERS.NET. 99999999 IN A 192.203.230.10

I.ROOT-SERVERS.NET. 99999999 IN A 192.36.148.17

F.ROOT-SERVERS.NET. 99999999 IN A 192.5.5.241

G.ROOT-SERVERS.NET. 99999999 IN A 192.112.36.4





/etc/named/db.localhost



; db.localhost for dnshost.state.nrcs.usda.gov

;

; identify local Authority records for localhost

@	IN	SOA	dnshost.state.nrcs.usda.gov. <w>

Hostmaster.dnshost.state.nrcs.usda.gov. (

	YYYYMMDDnn	;Serial Number

	2592000	;Refresh 30 days

	1814400	;Retry   3 weeks

	7776000	;Expire  90 days

	2592000)	;Minimum TTL 30 days



	IN	NS	dnshost.state.nrcs.usda.gov.

 localhost.	IN	A	127.0.0.1



The following file, db.127, replaces the file named named.local described in earlier documents (such as the Midwest Networking TCP/IP Implementation Guide, and UnixWare TCP/IP Administration).





/etc/named/db.127



; db.127 for dnshost.state.nrcs.usda.gov

;

; identify local Authority records for localhost

@	IN	SOA	dnshost.state.nrcs.usda.gov. <w>

Hostmaster.dnshost.state.nrcs.usda.gov. (

	YYYYMMDDnn	;Serial Number

	2592000	;Refresh 30 days

	1814400	;Retry   3 weeks

	7776000	;Expire  90 days

	2592000)	;Minimum TTL 30 days



	IN	NS	dnshost.state.nrcs.usda.gov.

1	IN	PTR	localhost.





/etc/named/db.0



; db.0 for dnshost.state.nrcs.usda.gov

;

; identify local Authority records for localhost

@	IN	SOA	dnshost.state.nrcs.usda.gov. <w>

Hostmaster.dnshost.state.nrcs.usda.gov. (

	YYYYMMDDnn	;Serial Number

	2592000	;Refresh 30 days

	1814400	;Retry   3 weeks

	7776000	;Expire  90 days

	2592000)	;Minimum TTL 30 days



	IN	NS	dnshost.state.nrcs.usda.gov.





/etc/named/db.255



; db.255 for dnshost.state.nrcs.usda.gov

;

; identify local Authority records for localhost

@	IN	SOA	dnshost.state.nrcs.usda.gov. <w>

Hostmaster.dnshost.state.nrcs.usda.gov. (

	YYYYMMDDnn	;Serial Number

	2592000	;Refresh 30 days

	1814400	;Retry   3 weeks

	7776000	;Expire  90 days

	2592000)	;Minimum TTL 30 days



	IN	NS	dnshost.state.nrcs.usda.gov.



Where state is the alphabetic fips code for the state, dnshost is the host name for the domain name server, YYYYMMDD is the year-month-day of the last update of this file, and nn is the number of times updated that day.  Notice that the times in these 4 SOA blocks are much longer than those in the dns.hosts and state.rev files. This is because these zones will never be changed, and thus should rarely be “Refreshed” or “Expired”.



/etc/named/dns.hosts



; dns.hosts file for state.nrcs.usda.gov

;

; identify the Start of Authority for the state domain

; email address for questions about this zone go to 

; Hostmaster@dnshost.state.nrcs.usda.gov.

@	IN	SOA	dnshost.state.nrcs.usda.gov. <w>

Hostmaster.dnshost.state.nrcs.usda.gov. (

	YYYYMMDDnn	; Serial Number.

	3600	; Refresh every hour

	1800	; If refresh fails, retry in 30 minutes

	432000 ; If can’t refresh, current copy expires after 5 days

	86400 ); minimum TTL for records in this zone



; Delegate Primary authority for this zone to the host 

; named in NS.

	172800	IN	NS	dnshost.state.nrcs.usda.gov.

; Delegate Secondary authority for this zone to another DNS.

	172800	IN	NS	attila.nrcs.usda.gov.

; Define addresses for the servers listed above.

dnshost.state.nrcs.usda.gov. 172800 IN A 162.79.ip-quad3.ip-quad4

					    172800 IN MX 0 <w> dnshost.state.nrcs.usda.gov.

attila.nrcs.usda.gov.		172800 IN	A 162.79.104.2



; Define IP address for domain so mail can go to 

; user@state.nrcs.usda.gov.

; Use the IP address of the machine accepting mail for such

; addresses. 

state.nrcs.usda.gov.	IN	A	162.79.ip-quad3.ip-quad4

					IN	MX 0	state.nrcs.usda.gov.



; include from a separate file the local hosts in the domain.

$INCLUDE /etc/named/state.hosts





Where state is the alphabetic fips code for the state, dnshost is the host name for the domain name server, YYYYMMDD is the year-month-day of the last update of this file, and nn is the number of times updated that day.



/etc/named/state.hosts



; hosts for state.nrcs.usda.gov

;

$ORIGIN state.nrcs.usda.gov.

host	IN	A	162.79.ip-quad3.ip-quad4

	IN	MX 10	host



Where state is the alphabetic fips code for the state, host is the host name for a member of this domain, and ip-quad4 is the quad number for the host. There must be a line for each host in the domain. Include the MX entry after every host that can receive mail directly from the network. (Don’t add the MX record for printers, Terminals, etc.)



/etc/named/state.rev





;state.rev for 162.79.ip-quad3

;

; identify the Start of Authority for the

; ip-quad3.79.162.in-addr.arpa zone

; email address for questions about this zone go to 

; Hostmaster@dnshost.state.nrcs.usda.gov.

@	IN	SOA	dnshost.state.nrcs.usda.gov. <w>

Hostmaster.dnshost.state.nrcs.usda.gov. (

	YYYYMMDDnn	; Serial Number.

	3600	; Refresh every hour

	1800	; If refresh fails, retry in 30 minutes

	432000 ; If can’t refresh, current copy expires after 5 days

	86400 ) ; minimum TTL for records in this zone





; Delegate Primary authority for this zone to the host 

; named in NS.

	172800	IN	NS	dnshost.state.nrcs.usda.gov.

; Delegate Secondary authority for this zone to another DNS.

	172800	IN	NS	attila.nrcs.usda.gov.

;

; Define PTR records that map IP addresses to names.

;

ip-quad4	IN	PTR	host.state.nrcs.usda.gov.





Where state is the alphabetic fips code for the state, dnshost is the host name for the domain name server, YYYYMMDD is the year-month-day of the last update of this file, and nn is the number of times updated that day. ip-quad4 is the last quad number for a host in the domain, and host is the name of that host (this line is repeated for each host in the domain). Hostmaster is a valid userid or an email alias that resolves to the individual on dnshost.state.nrcs.usda.gov who maintains these files.



Step 2: Start the named server



After you have created these files, you can start the server with the command:



in.named



Any errors generated by invalid file contents or typos are recorded in the file named: /var/adm/errlog. Correct the errors and restart the server. If the server is still running, you can restart it by typing:



kill -HUP `cat /etc/inet/named.pid`



This will leave the server running, and reload it with the contents of the newly changed files.



You can debug the server by turning debug mode on with the following command:



kill -USR1 `cat /etc/inet/named.pid`



A file named /var/tmp/named.run will be created, which will contain a trace of queries to your named server.



NOTE: Remember to turn off debugging with the command:

kill -USR2 `cat /etc/inet/named.pid`

This prevents the named.run file from growing very large.





Additional Note:

These instructions are valid for UnixWare 2.03 systems. Setup on SunOS or Solaris is identical except for the location/name of the named server and the named.boot file. On SunOS systems, named.boot is located in /etc/named.boot. The named.pid is in /etc/named.pid. The named program may be named in.named or named.



Step 3: Update the /etc/resolv.conf file



The file named: /etc/resolv.conf on dnshost should be updated to include the following statements:



domain state.nrcs.usda.gov

nameserver 127.0.0.1

nameserver 162.79.104.2



Where state is the 2 character fips code for this domain. Notice that the primary nameserver is set to localhost (127.0.0.1), while the second nameserver is the ip of the secondary denoted in dns.hosts as being secondary. Other hosts on the network would have the following /etc/resolv.conf files:



domain state.nrcs.usda.gov

nameserver 162.79.ip-quad3.ip-quad4

nameserver 162.79.104.2



Where state is the 2 character fips code for this domain, and 

162.79.ip-quad3.ip-quad4 is the IP address of dnshost.



Sample Files:



These files are examples for a fictitious state whose 2 char fips code is AA, with ip addresses of 162.79.301.1 - 162.79.301.254. The DNS server is named champ.aa.nrcs.usda.gov at ip 162.79.301.2. Notice that 301 is not a valid IP address. (ip numbers can only be less than 254) The system that is running the DNS (champ) is also configured to accept mail addressed to user@aa.nrcs.usda.gov. 





/etc/named.boot



; named.boot file for aa.nrcs.usda.gov

;

; identify the directory containing the dns database files.

directory	/etc/named

; prime the cache with addresses of root domain name servers

cache	.	db.cache	 	; formerly called named.root

;

; specify that this host is the primary DNS for localhost

; (127.0.0.1). 

; Source files are db.localhost, db.0, db.255, db.127

; type	domain	source file or host

primary	localhost			db.localhost

primary	0.0.127.in-addr.arpa	db.127

primary	255.in-addr.arpa		db.255

primary	0.in-addr.arpa		db.0

;

; specify that this host is the primary DNS for the state domain. 

; Source is in file named dns.hosts

primary	aa.nrcs.usda.gov	dns.hosts

; specify that this host is the primary DNS for the reverse

; domain. 

; Source file is aa.rev

primary 301.79.162.in-addr.arpa	aa.rev



/etc/named/db.cache



; db.cache - initial cache data for root domain servers.

;  formerly called named.root.

; list of servers

.                   99999999 IN NS A.ROOT-SERVERS.NET.

.                   99999999 IN NS H.ROOT-SERVERS.NET.

.                   99999999 IN NS B.ROOT-SERVERS.NET.

.                   99999999 IN NS C.ROOT-SERVERS.NET.

.                   99999999 IN NS D.ROOT-SERVERS.NET.

.                   99999999 IN NS E.ROOT-SERVERS.NET.

.                   99999999 IN NS I.ROOT-SERVERS.NET.

.                   99999999 IN NS F.ROOT-SERVERS.NET.

.                   99999999 IN NS G.ROOT-SERVERS.NET.

; list of addresses

A.ROOT-SERVERS.NET. 99999999 IN A 198.41.0.4

H.ROOT-SERVERS.NET. 99999999 IN A 128.63.2.53

B.ROOT-SERVERS.NET. 99999999 IN A 128.9.0.107

C.ROOT-SERVERS.NET. 99999999 IN A 192.33.4.12

D.ROOT-SERVERS.NET. 99999999 IN A 128.8.10.90

E.ROOT-SERVERS.NET. 99999999 IN A 192.203.230.10

I.ROOT-SERVERS.NET. 99999999 IN A 192.36.148.17

F.ROOT-SERVERS.NET. 99999999 IN A 192.5.5.241

G.ROOT-SERVERS.NET. 99999999 IN A 192.112.36.4



/etc/named/db.localhost



; db.localhost for champ.aa.nrcs.usda.gov

;

; identify local Authority records for localhost

@	IN	SOA	champ.aa.nrcs.usda.gov. <w>

Hostmaster.champ.aa.nrcs.usda.gov. (

	1996111501	;Serial Number

	2592000	;Refresh 30 days

	1814400	;Retry   3 weeks

	7776000	;Expire  90 days

	2592000)	;Minimum TTL 30 days



	IN	NS	champ.aa.nrcs.usda.gov.

localhost.	IN	A	127.0.0.1



/etc/named/db.127



; db.127 for champ.aa.nrcs.usda.gov

;

; identify local Authority records for localhost

@	IN	SOA	champ.aa.nrcs.usda.gov. <w>

Hostmaster.champ.aa.nrcs.usda.gov. (

	1996111501	;Serial Number

	2592000	;Refresh 30 days

	1814400	;Retry   3 weeks

	7776000	;Expire  90 days

	2592000)	;Minimum TTL 30 days



	IN	NS	champ.aa.nrcs.usda.gov.

1	IN	PTR	localhost.





/etc/named/db.0



; db.0 for champ.aa.nrcs.usda.gov

;

; identify local Authority records for localhost

@	IN	SOA	champ.aa.nrcs.usda.gov. <w>

Hostmaster.champ.aa.nrcs.usda.gov. (

	1996111501	;Serial Number

	2592000	;Refresh 30 days

	1814400	;Retry   3 weeks

	7776000	;Expire  90 days

	2592000)	;Minimum TTL 30 days



	IN	NS	champ.aa.nrcs.usda.gov.



/etc/named/db.255



; db.255 for champ.aa.nrcs.usda.gov

;

; identify local Authority records for localhost

@	IN	SOA	champ.aa.nrcs.usda.gov. <w>

Hostmaster.champ.aa.nrcs.usda.gov. (

	1996111501	;Serial Number

	2592000	;Refresh 30 days

	1814400	;Retry   3 weeks

	7776000	;Expire  90 days

	2592000)	;Minimum TTL 30 days



	IN	NS	champ.aa.nrcs.usda.gov.









/etc/named/dns.hosts



; dns.hosts file for aa.nrcs.usda.gov

;

; identify the Start of Authority for the state domain

; email address for questions about this zone go to 

; Hostmaster@champ.aa.nrcs.usda.gov.

@	IN	SOA	champ.aa.nrcs.usda.gov. <w>

Hostmaster.champ.aa.nrcs.usda.gov. (

	1996111501	;Serial Number

	3600	; Refresh every hour

	1800	; If refresh fails, retry in 30 minutes

	432000 ; If can’t refresh, current copy expires after 5 days

	86400 ) ; minimum TTL for records in this zone



; Delegate Primary authority for this zone to the host

; named in NS.

	172800	IN	NS	champ.aa.nrcs.usda.gov.

; Delegate Secondary authority for this zone to another DNS.

	172800	IN	NS	attila.nrcs.usda.gov.

; Define addresses for the servers listed above.

champ.aa.nrcs.usda.gov.	172800	IN	A	162.73.301.2

				172800	IN	MX 0	champ.aa.nrcs.usda.gov.

attila.nrcs.usda.gov.	172800	IN	A	162.79.104.2



; Define IP address for domain so mail can go to

; user@aa.nrcs.usda.gov.

; Use the IP address of the machine accepting mail for such

; addresses. 

aa.nrcs.usda.gov.		IN	A	162.79.301.2

				     IN	MX 0	aa.nrcs.usda.gov.



; include from a separate file the local hosts in the domain.

$INCLUDE /etc/named/aa.hosts



/etc/named/aa.hosts



; hosts for aa.nrcs.usda.gov

;

$ORIGIN aa.nrcs.usda.gov.

aa-router	IN	A	162.79.301.1

host1	IN	A	162.79.301.3

	     IN	MX 10	host1





/etc/named/aa.rev



;aa.rev for 162.79.301

;

; identify the Start of Authority for the 

; 301.79.162.in-addr.arpa zone

; email address for questions about this zone go to 

; Hostmaster@champ.aa.nrcs.usda.gov.

@	IN	SOA	champ.aa.nrcs.usda.gov. <w>

Hostmaster.champ.aa.nrcs.usda.gov. (

	1996111501	;Serial Number

	3600	; Refresh every hour

	1800	; If refresh fails, retry in 30 minutes

	432000 ; If can’t refresh, current copy expires after 5 days

	86400 ) ; minimum TTL for records in this zone



; Delegate Primary authority for this zone to the host 

; named in NS.

	172800	IN	NS	champ.aa.nrcs.usda.gov.

; Delegate Secondary authority for this zone to another DNS.

	172800	IN	NS	attila.nrcs.usda.gov.

;

; Define PTR records that map IP addresses to names.

;

1	IN	PTR	aa-router.aa.nrcs.usda.gov.

2	IN	PTR	champ.aa.nrcs.usda.gov.

3	IN	PTR	host1.aa.nrcs.usda.gov.



�Requirements for the Production Version of FOCS at the State Office



The following guidance is provided for configuring and managing the production version of FOCS on the state office communications (FOCS) server.  The same guidance also applies to regional and area office servers, except as noted.  



The production version of FOCS at the state office is used for transfer and storage of NIMS, CCSR/QR, CropRes, and standard data needed to support field offices, as described below.  This guidance does not apply to versions of FOCS at the state office configured as a field office and used for training or business support purposes.



Many, if not most states will configure communications and FOCS 2.1 on the same server, as described at the beginning of this appendix.  This is the standard configuration for the state office communications server.



Some large states may configure a state office server devoted solely to communications and a separate server for FOCS 2.1 to perform state office NIMS, CCSR/QR, and other state FOCS support processes.  This increases the reliability of the communications server in that system administrators do not have to deal with crashes and re-boots associated with frequent use of FOCS 2.1 applications by support staff.  In this situation, however, the FOCS 2.1 server must be a Globalyst, else (as experience has shown) problems will be encountered with managing NIMS data files, which can become very large.



Small states may have hardware constraints and may configure other functionality on the state office communications server, including training FOCS databases.  This introduces some risk to the core functions of communications and FOCS data transfer for NIMS and CCSR/QR, and should be minimized as much as possible.



The information which follows applies to those states that configure communications and FOCS 2.1 on the same server.  When this functionality is combined, the state office communications (FOCS) server is also a repository for data managed by NIMS, CCSR, and CCQR.  The following processes are performed using this server:



Receives NIMS data extracted from field offices and transmitted to the state office communications (FOCS) server.

Processes NIMS data and transmits to NHQ (with a copy to the regional office).

Receives CCSR/QR files from the National Information Technology Center (NITC) -- formerly NCC -- at Kansas City.

Modifies, processes, and transmits CCSR files to area and/or field offices.

Receives CCSR files from field offices.

Processes and transmits files to NITC.



Note:  With an upcoming release of NIMS, area offices will receive NIMS data from field offices, but will not transmit to state offices; regional offices will receive NIMS data from state offices, but will not transmit to NHQ.



Note:  Area offices may receive CCSR/QR data from state offices and transmit to field offices, and vice versa; regional offices do not receive or transmit CCSR/QR data.



The state office communications (FOCS) server also is a repository for Crop Residue Management Survey (CropRes) data files.  State support staff receive data from field offices and send data to CTIC in Indiana, and they receive data from CTIC and transmit it to field offices (this currently is a manual process and may be automated in the future using the NIMS data transmission protocols).



Note:  Regional offices are not currently included in the data send/receive paths for CropRes data.



Additionally, the state office communications (FOCS) server is a repository for standard data that support FOCS applications in the field, including:



Codes and Values

Management System Templates

Common Resource Areas (CRA’s)

Standard Practice Narratives

Conservation Practices

Cost Lists

Effect Categories

Funding Sources

Land Unit Families

Plan Messages

Crop and field operation data for Crop Rotation Detail

C Factors for RUSLE



State FOCS support staff use the Import/Export Utility and the RUSLE/WEQ editors to export the above data and send to field offices.



In order for the data transfer processes described above to perform correctly, the state office communications (FOCS) server must be specified as a state office during installation of Foundation.  If a local.cfg file exists, it must always point to the focs.dbs that contains production NIMS and CCSR/QR data.



For security reasons, the state office communications (FOCS) server should not contain a field office database (focs.dbs) with actual client data.  



It is highly preferred that FOCS training systems that use simulated or test field office data be configured on other hardware and kept isolated from the communication links established for NIMS, CCQR, and CCSR.  However, for states that have hardware constraints (usually small states with few field offices), additional focs.dbs databases may be established on the server and used in a training/support (non-production) mode.  It is very important however, that local.cfg always point to the focs.dbs that contains production NIMS and CCSR/QR data.  



Note:  States that establish multiple focs.dbs databases on the state office communications (FOCS) server should follow available instructions for multiple database configurations provided in July 1996 as part of the FOCS 2.1 migration effort.



There also are potential significant limitations to having multiple focs.dbs databases on the state office communications (FOCS) server:



State level NIMS data files can become quite large and hard disk storage limits may be encountered, precluding more than one focs.dbs.

The greater number of users on the state office communications (FOCS) server, the greater frequency of crashes and re-boots, which may severely hinder core functions of the server.



The state office communications (FOCS) server should have the latest version of FOCS applications installed.  The baseline installation is the July 1996 field office CD (FOCD) that contains FOCS 2.1 for Unixware 2.03.  This is a non-discretionary install of all FOCS application packages.  All future FOCS packages, beginning in November 1996, will be distributed on a CD on a quarterly basis.  States can expect to update the state office communications (FOCS) server on a quarterly basis using the respective CD.



If FOCS is NOT Installed on the System:



Install FOCS following the instructions described in the readme.txt file on the CD-ROM. During the installation, the following prompt will appear:



       'What is your office type?�               1. Field�               2. Area�               3. State�               4. Regional�               5.  National Headquarters�               Please type a number between 1 and 5 followed by Enter�               (or RETURN):'� 

Enter the number 3 for a state office, number 2 for an area office, or number 4 for a regional office, as applicable.



Remove all logins on the system except for root, manager, focs and nimsrcv.  NOTE:  With regard to the nimsrcv account, note that a cron.allow file must NOT exist on the system.  If a cron.allow file does exist, it will disable the automatic nimsrcv process that is used to receive data from reporting offices. 

In this scenario, where FOCS is being installed for the first time on the communications (FOCS) server, the office may want to transfer some NIMS data or CCSR/QR data from another machine.  Several scripts have been developed to assist the office in moving this production data to the new FOCS server. 



In the case of NIMS, two scripts have been developed.  One script performs the unload from two existing NIMS tables and the second script will load the data into the new installation of FOCS.  Note that these scripts are only designed to move the NIMS local office, the NIMS Managing Office and the NIMS reporting office information.  NIMS quarterly data does not need to be moved since the next release of NIMS will delete all past data due to table structure changes and revised reporting requirements.  To move the NIMS data described above, do the following:



1.	On the machine where the existing NIMS data exists, copy NIMS_move.sh to /usr/focs.



2.	As focs (or root), run NIMS_move.sh to unload the targeted tables to /usr/tmp/NIMS_move.unl.



3.	Transfer /usr/tmp/NIMS_move.unl to the new FOCS server (into the same directory and filename). 



4.	On the new FOCS server, copy the second script, NIMS_load.sh to /usr/focs.



5.	As focs (or root), run NIMS_load.sh to load /usr/tmp/NIMS_move.unl into the appropriate NIMS tables. 



To move ALL existing CCSR/QR state level data from an existing database on another machine, do the following :



1.	On the machine where the existing CCSR/QR data exists, copy SRQR_move.sh to /usr/focs.



2.	As focs (or root), run SRQR_move.sh to unload all CCSR/QR tables to /usr/tmp/SRQR_move.unl.



3.	Transfer /usr/tmp/SRQR_move.unl to the new FOCS server (into the same directory and filename). 



4.	On the new FOCS server, copy the second script, SRQR_load.sh to /usr/focs.



5.	As focs (or root), run SRQR_load.sh to load /usr/tmp/SRQR_move.unl into the appropriate SRQR tables. 

�If FOCS is Already Installed on the System:



Use the FOCS backup utility to copy the FOCS data to tape for archival or relocation to another computer system. Make sure you backup each database, if there are multiple databases on the system.



The procedures in this section remove all existing focs databases.  In this scenario, the office may want to transfer some NIMS data or CCSR/QR data from the existing database to the new environment.  Several scripts have been developed to assist the office in moving this production data to the new environment. 



In the case of NIMS, two scripts have been developed.  One script performs the unload from two existing NIMS tables and the second script will load the data into the new installation of FOCS.  Note that these scripts are only designed to move the NIMS local office, the NIMS Managing Office and the NIMS reporting office information.  NIMS quarterly data does not need to be moved since the next release of NIMS will delete all past data due to table structure changes and revised reporting requirements.  To unload the NIMS data described above, do the following:



1.	Copy NIMS_move.sh and NIMS_load.sh to /usr/tmp.



2.	As focs (or root), run NIMS_move.sh to unload the targeted tables to /usr/tmp/NIMS_move.unl.



To unload ALL CCSR/QR state level data from the existing database, do the following :



1.	Copy SRQR_move.sh and SRQR_load.sh to /usr/tmp.



2.	As focs (or root), run SRQR_move.sh to unload all CCSR/QR tables to /usr/tmp/SRQR_move.unl.



Remove the FOCS packages installed on the system.   This can be accomplished by executing the following commands in the prescribed sequence:



  pkgrm allpkgs		<Enter>



    pkgrm foundatn		<Enter>



The first command will remove all FOCS packages other than Foundation, while the second command removes Foundation (see rn26fnda.txt on the FOCS 2.1.O CD-ROM for details).  These commands will remove all program files, i.e. the focs.pgms directory, and the focs database.  Users who have installed multiple databases on their machines will need to issue a DROP DATABASE command to remove other databases from their systems.  This can be accomplished via the dbaccess utility by executing the drop command after selecting the database.



Reinstall FOCS Foundation from the FOCS 2.1 CD-ROM following the reinstall instructions documented in the rmlater.txt file on the CD.  



During the installation, the following prompt will appear:



       'What is your office type?�               1. Field�               2. Area�               3. State�               4. Regional�               5.  National Headquarters�               Please type a number between 1 and 5 followed by Enter�               (or RETURN):'� 

Enter the number 3 for a state office, number 2 for an area office, or number 4 for a regional office, as applicable.



Remove all logins on the system except for root, manager, focs and nimsrcv.  NOTE:  With regard to the nimsrcv account, note that a cron.allow file must NOT exist on the system.  If a cron.allow file does exist, it will disable the automatic nimsrcv process that is used to receive data from reporting offices. 



Finally, if NIMS or CCSR/QR data was unloaded as described above, do the following to load the data into the new focs database: 



1.	As focs (or root), run NIMS_load.sh to load /usr/tmp/NIMS_move.unl into the appropriate NIMS tables. 



2.	As focs (or root), run SRQR_load.sh to load /usr/tmp/SRQR_move.unl into the appropriate SRQR tables. 
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